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1. Which technique shares similarities with autoencoders in terms of dimensionality
reduction?

a) Dropout
b) Batch Normalization
c) PCA
d) Ensemble methods

Answer: c) PCA

Explanation: Principal Component Analysis (PCA) is a classical technique for dimensionality
reduction, similar to how autoencoders compress data into a lower-dimensional
representation.

2. Which regularization technique is commonly used to prevent overfitting in autoencoders
by penalizing large weights?

a) Early stopping
b) Dataset augmentation
c) L2 regularization
d) Instance Normalization

Answer: c) L2 regularization

Explanation: L2 regularization adds a penalty term to the loss function based on the square of
the weights, discouraging large weight values.

3. Which type of autoencoder is specifically designed to handle noisy input data?
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a) Sparse autoencoders
b) Contractive autoencoders
c) Denoising autoencoders
d) Parameter sharing autoencoders

Answer: c) Denoising autoencoders

Explanation: Denoising autoencoders are trained to reconstruct clean data from corrupted or
noisy input, making them robust to noisy input data.

4. Which type of autoencoder introduces sparsity in the hidden layer activations during
training?

a) Denoising autoencoders
b) Sparse autoencoders
c) Contractive autoencoders
d) Dropout autoencoders

Answer: b) Sparse autoencoders

Explanation: Sparse autoencoders enforce sparsity in the hidden layer activations,
encouraging only a few neurons to be activated at a time.

5. Which type of autoencoder imposes constraints on the Jacobian matrix of the hidden layer
with respect to the input data?

a) Denoising autoencoders
b) Sparse autoencoders
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c) Contractive autoencoders
d) Regularized autoencoders

Answer: c) Contractive autoencoders

Explanation: Contractive autoencoders add an additional term to the loss function that
penalizes the Frobenius norm of the Jacobian matrix of the hidden layer activations with
respect to the input data.

6. Which regularization technique helps in finding the balance between bias and variance in
autoencoder training?

a) Dropout
b) L2 regularization
c) Early stopping
d) Dataset augmentation

Answer: c) Early stopping

Explanation: Early stopping prevents overfitting by stopping the training process when
performance on a validation dataset starts to degrade, thus helping to find the optimal
balance between bias and variance.

7. Which regularization technique involves creating new synthetic data points based on
existing data samples?

a) Dropout
b) L2 regularization
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c) Early stopping
d) Dataset augmentation

Answer: d) Dataset augmentation

Explanation: Dataset augmentation involves generating new training samples by applying
transformations such as rotation, scaling, or flipping to existing data points, thereby
increasing the diversity of the training data.

8. Which technique aims to reduce the number of parameters in a neural network by sharing
weights between different parts of the model?

a) Parameter sharing and tying
b) Ensemble methods
c) Dropout
d) Batch Normalization

Answer: a) Parameter sharing and tying

Explanation: Parameter sharing and tying reduce the model’s complexity by using the same
set of weights for multiple components of the network, such as sharing weights between
encoder and decoder in autoencoders.

9. Which technique helps prevent overfitting by randomly deactivating neurons during
training?

a) Batch Normalization
b) Dropout
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c) L2 regularization
d) Instance Normalization

Answer: b) Dropout

Explanation: Dropout randomly drops out (deactivates) a proportion of neurons during each
training iteration, forcing the network to learn more robust features and preventing
overfitting.

10. Which normalization technique normalizes the activations of a neural network layer
across the entire dataset?

a) Batch Normalization
b) Instance Normalization
c) Group Normalization
d) Layer Normalization

Answer: b) Instance Normalization

Explanation: Instance Normalization normalizes the activations of each instance (sample)
across all its feature channels, irrespective of other samples in the batch.

11. Which normalization technique divides the activations of a neural network layer into
groups and normalizes each group independently?

a) Batch Normalization
b) Instance Normalization
c) Group Normalization
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d) Layer Normalization

Answer: c) Group Normalization

Explanation: Group Normalization divides the activations into groups and computes mean
and standard deviation separately for each group, allowing it to work effectively even with
smaller batch sizes.

12. Which technique involves adjusting the learning rate based on the moving average of
gradients and squared gradients?

a) Adagrad
b) RMSprop
c) Adam
d) Batch Normalization

Answer: c) Adam

Explanation: Adam optimizer adapts the learning rate for each parameter based on the first
and second moments of the gradients, which are computed as moving averages.

13. Which type of autoencoder is most suitable for handling high-dimensional input data with
a limited number of training samples?

a) Denoising autoencoders
b) Sparse autoencoders
c) Variational autoencoders
d) Contractive autoencoders
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Answer: c) Variational autoencoders

Explanation: Variational autoencoders are capable of generating new data samples by
learning the underlying probability distribution of the input data, making them suitable for
scenarios with limited training samples.

14. Which technique involves training multiple models independently and then combining
their predictions?

a) Dropout
b) Ensemble methods
c) Batch Normalization
d) Instance Normalization

Answer: b) Ensemble methods

Explanation: Ensemble methods improve model performance by combining predictions from
multiple models, often trained with different initializations or on different subsets of data.

15. Which regularization technique involves penalizing large activations of neurons in a
neural network?

a) L2 regularization
b) L1 regularization
c) Dropout
d) Batch Normalization

Answer: b) L1 regularization
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Explanation: L1 regularization adds a penalty term to the loss function based on the absolute
values of the weights, encouraging sparsity in the model.

16. Which technique helps in training deep neural networks by normalizing the activations of
each layer?

a) Dropout
b) Batch Normalization
c) Instance Normalization
d) Layer Normalization

Answer: b) Batch Normalization

Explanation: Batch Normalization normalizes the activations of each layer by adjusting the
mean and variance of each mini-batch, which helps in stabilizing and accelerating the
training of deep neural networks.

17. Which type of autoencoder is effective in learning compact representations of data by
enforcing a bottleneck structure?

a) Denoising autoencoders
b) Sparse autoencoders
c) Variational autoencoders
d) Contractive autoencoders

Answer: Any of (a), (b), or (d)

Explanation: Denoising, Sparse, and Contractive autoencoders all enforce certain constraints
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that lead to learning compact representations, albeit through different mechanisms.

18. Which technique aims to reduce internal covariate shift by normalizing the activations of
each layer?

a) Batch Normalization
b) Layer Normalization
c) Instance Normalization
d) Group Normalization

Answer: a) Batch Normalization

Explanation: Batch Normalization mitigates internal covariate shift by normalizing the
activations of each layer based on the mean and variance of the current mini-batch.

19. Which regularization technique involves randomly perturbing the input data during
training to improve generalization?

a) Dropout
b) Dataset augmentation
c) L2 regularization
d) Early stopping

Answer: b) Dataset augmentation

Explanation: Dataset augmentation involves introducing variations to the input data, such as
rotations or translations, to provide the model with a more diverse training set and improve
generalization.
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20. Which technique involves adjusting the learning rate for each parameter based on the
history of parameter updates?

a) Adagrad
b) RMSprop
c) Adam
d) SGD

Answer: a) Adagrad

Explanation: Adagrad adapts the learning rate for each parameter by scaling it inversely
proportional to the square root of the sum of squared gradients accumulated over all
previous time steps.

21. Which type of autoencoder is suitable for generating new data samples by sampling from
a learned probability distribution?

a) Denoising autoencoders
b) Sparse autoencoders
c) Variational autoencoders
d) Contractive autoencoders

Answer: c) Variational autoencoders

Explanation: Variational autoencoders learn a probabilistic latent space representation of the
input data, allowing them to generate new samples by sampling from this learned
distribution.
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22. Which technique involves applying a learned transformation to normalize the activations
of each layer?

a) Batch Normalization
b) Instance Normalization
c) Layer Normalization
d) Group Normalization

Answer: b) Instance Normalization

Explanation: Instance Normalization applies a learned transformation to normalize the
activations of each layer, making it suitable for style transfer and normalization of individual
samples.

23. Which regularization technique involves penalizing large gradients during training?

a) L1 regularization
b) Dropout
c) Weight decay
d) Batch Normalization

Answer: c) Weight decay

Explanation: Weight decay, often implemented as L2 regularization, penalizes large gradients
by adding a term to the loss function proportional to the square of the weights.

24. Which type of autoencoder is effective in reconstructing clean data from noisy or
corrupted input?
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a) Sparse autoencoders
b) Denoising autoencoders
c) Variational autoencoders
d) Contractive autoencoders

Answer: b) Denoising autoencoders

Explanation: Denoising autoencoders are trained to reconstruct clean data from noisy or
corrupted input, making them suitable for tasks involving noisy data.

25. Which technique involves applying a fixed or learned transformation to normalize the
activations of each layer?

a) Batch Normalization
b) Instance Normalization
c) Layer Normalization
d) Group Normalization

Answer: c) Layer Normalization

Explanation: Layer Normalization normalizes the activations of each layer by applying a fixed
or learned transformation, independently for each sample in the batch.

26. Which technique involves randomly setting a fraction of input units to zero during training
to improve generalization?

a) L2 regularization
b) Dropout
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c) Batch Normalization
d) Data augmentation

Answer: b) Dropout

Explanation: Dropout randomly deactivates a fraction of neurons during training, forcing the
model to learn more robust features and reducing overfitting.

27. Which normalization technique normalizes the activations of each layer based on the
statistics of all samples in the training set?

a) Batch Normalization
b) Instance Normalization
c) Layer Normalization
d) Group Normalization

Answer: c) Layer Normalization

Explanation: Layer Normalization normalizes the activations of each layer based on the
statistics of all samples in the training set, making it suitable for recurrent neural networks.

28. Which regularization technique involves stopping the training process when performance
on a validation dataset starts to degrade?

a) Early stopping
b) Dropout
c) L1 regularization
d) Data augmentation
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Answer: a) Early stopping

Explanation: Early stopping prevents overfitting by monitoring performance on a validation
dataset and stopping the training process when performance begins to worsen.

29. Which type of autoencoder is effective in learning sparse representations of data?

a) Denoising autoencoders
b) Sparse autoencoders
c) Variational autoencoders
d) Contractive autoencoders

Answer: b) Sparse autoencoders

Explanation: Sparse autoencoders enforce sparsity in the hidden layer activations, leading to
the learning of sparse representations of data.

30. Which regularization technique involves adding noise to the input data during training?

a) Dropout
b) Data augmentation
c) L2 regularization
d) Batch Normalization

Answer: b) Data augmentation

Explanation: Data augmentation involves adding noise or perturbations to the input data
during training to improve the model’s generalization ability.
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