
CNNs MCQ

EasyExamNotes.com CNNs MCQ

1. What is the purpose of flattening in a convolutional neural network (CNN)?

a) To reduce the dimensions of the input image
b) To convert the 3D volume of feature maps into a 1D vector
c) To increase the complexity of the model
d) To introduce non-linearity into the network

Answer: b) To convert the 3D volume of feature maps into a 1D vector

Explanation: Flattening is performed to transform the multi-dimensional feature maps
obtained from convolutional layers into a one-dimensional vector, which can then be passed
to fully connected layers for further processing.

2. What is subsampling in CNNs primarily used for?

a) Reducing the dimensionality of feature maps
b) Increasing the size of feature maps
c) Adding more layers to the network
d) Applying activation functions

Answer: a) Reducing the dimensionality of feature maps

Explanation: Subsampling, often achieved through pooling layers, is used to reduce the
spatial dimensions (width and height) of the feature maps, which helps in reducing the
computational complexity of the network and controlling overfitting.

3. In the context of CNNs, what does padding refer to?
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a) Adding extra layers to the network
b) Increasing the size of feature maps
c) Adding extra pixels around the input image
d) Adding noise to the input data

Answer: c) Adding extra pixels around the input image

Explanation: Padding is the process of adding extra pixels (usually zeros) around the
boundary of the input image before applying convolution operation. It helps in preserving
spatial dimensions and avoiding shrinking of feature maps.

4. Which parameter determines the amount of movement of the convolution filter over the
input image in CNNs?

a) Learning rate
b) Stride
c) Activation function
d) Number of epochs

Answer: b) Stride

Explanation: Stride in CNNs determines the amount by which the convolution filter moves
across the input image. It affects the spatial dimensions of the output feature maps.

5. What is the primary purpose of the convolutional layer in CNNs?

a) To perform mathematical operations on the input data
b) To reduce the dimensionality of the input data
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c) To extract features from the input data
d) To calculate the loss function

Answer: c) To extract features from the input data

Explanation: The convolutional layer applies convolution operation to the input data, which
helps in extracting various features present in the input, capturing patterns relevant for the
given task.

6. What is the main objective of a pooling layer in CNNs?

a) To reduce the number of parameters
b) To increase the spatial dimensions of feature maps
c) To introduce non-linearity
d) To add more layers to the network

Answer: a) To reduce the number of parameters

Explanation: Pooling layers (such as max pooling or average pooling) are used to reduce the
spatial dimensions of feature maps, thereby reducing the number of parameters and
controlling overfitting.

7. Which layer in a CNN is responsible for computing the loss function?

a) Convolution layer
b) Pooling layer
c) Fully connected layer
d) Loss layer
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Answer: d) Loss layer

Explanation: The loss layer computes the loss function, which measures the difference
between predicted and actual outputs, serving as a feedback mechanism for updating the
network’s parameters during training.

8. What is the role of a 1×1 convolutional layer in a CNN?

a) Dimensionality reduction
b) Feature extraction
c) Adding non-linearity
d) Introducing spatial hierarchy

Answer: a) Dimensionality reduction

Explanation: A 1×1 convolutional layer is often used to reduce the number of channels
(depth) in feature maps, thereby reducing computational complexity and controlling
overfitting.

9. Which architecture is characterized by the use of multiple parallel convolutional layers with
different filter sizes?

a) LeNet
b) AlexNet
c) Inception network
d) VGGNet

Answer: c) Inception network
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Explanation: Inception network, notably Inception-v3 and Inception-ResNet, utilizes multiple
parallel convolutional layers with different filter sizes to capture features at various scales
efficiently.

10. How are input channels represented in the context of CNNs?

a) As the number of dimensions in the input image
b) As the number of nodes in the input layer
c) As the depth dimension of the input data
d) As the size of the input image

Answer: c) As the depth dimension of the input data

Explanation: Input channels represent the depth dimension of the input data, indicating the
number of feature maps or channels present in the input image.

11. Which technique involves leveraging pre-trained models to solve similar problems in
CNNs?

a) One-shot learning
b) Dimension reduction
c) Transfer learning
d) Data augmentation

Answer: c) Transfer learning

Explanation: Transfer learning involves utilizing knowledge gained from pre-trained models
on large datasets to solve similar problems efficiently, often by fine-tuning the existing
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model.

12. What is one-shot learning in the context of CNNs?

a) Learning from a single training example
b) Training a model with only one convolutional layer
c) Using only one pooling layer in the network
d) Employing a single loss function

Answer: a) Learning from a single training example

Explanation: One-shot learning refers to the ability of a model to learn from just one example
of each class, which is particularly useful in scenarios where labeled data is limited.

13. Which technique is used to reduce the dimensionality of feature maps in CNNs?

a) Pooling
b) Flattening
c) Dropout
d) Activation

Answer: a) Pooling

Explanation: Pooling layers are used to reduce the spatial dimensions of feature maps,
thereby reducing the computational complexity of the network and controlling overfitting.

14. Which of the following is a commonly used library for implementing CNNs?
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a) TensorFlow
b) NumPy
c) SciPy
d) Pandas

Answer: a) TensorFlow

Explanation: TensorFlow is a popular library commonly used for implementing deep learning
models, including CNNs, due to its flexibility and efficiency.

15. In the context of CNNs, what does Keras refer to?

a) A programming language
b) A deep learning framework
c) A type of convolutional layer
d) A pooling algorithm

Answer: b) A deep learning framework

Explanation: Keras is a high-level deep learning framework that provides a user-friendly
interface for building and training various neural network architectures, including CNNs.

16. Which of the following is NOT a component of CNNs?

a) Loss layer
b) Activation layer
c) Convolution layer
d) Fully connected layer

https://easyexamnotes.com/numpy/


CNNs MCQ

EasyExamNotes.com CNNs MCQ

Answer: b) Activation layer

Explanation: While activation functions are crucial in CNNs, they are typically integrated
within layers rather than being a separate component.

17. What does the term ‘epoch’ refer to in CNN training?

a) The number of layers in the network
b) The number of times the entire dataset is passed through the network during training
c) The number of

nodes in the output layer
d) The number of convolutional filters

Answer: b) The number of times the entire dataset is passed through the network during
training

Explanation: An epoch in CNN training refers to one complete pass of the entire training
dataset through the network during the training phase.

18. Which of the following techniques is NOT used for regularization in CNNs?

a) Dropout
b) Batch normalization
c) Lasso regularization
d) Weight decay

Answer: c) Lasso regularization
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Explanation: Lasso regularization is more commonly associated with linear models rather
than CNNs. Techniques like dropout, batch normalization, and weight decay are used for
regularization in CNNs.

19. What is the main purpose of dropout in CNNs?

a) To increase the computational efficiency
b) To prevent overfitting
c) To increase the depth of the network
d) To introduce non-linearity

Answer: b) To prevent overfitting

Explanation: Dropout is a regularization technique used to prevent overfitting by randomly
dropping a certain proportion of neurons during training, forcing the network to learn more
robust features.

20. Which type of layer is typically used as the output layer in CNNs for classification tasks?

a) Convolutional layer
b) Pooling layer
c) Fully connected layer
d) Activation layer

Answer: c) Fully connected layer

Explanation: Fully connected layers are commonly used as the output layer in CNNs for
classification tasks, where they provide the final predictions based on the extracted features.
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21. What is the purpose of data augmentation in CNN training?

a) To increase the size of the dataset
b) To decrease the size of the dataset
c) To introduce noise into the dataset
d) To improve the generalization of the model

Answer: d) To improve the generalization of the model

Explanation: Data augmentation involves applying various transformations (such as rotation,
scaling, flipping, etc.) to the training data, which helps in improving the model’s
generalization ability by exposing it to diverse examples.

22. Which activation function is commonly used in the output layer of CNNs for binary
classification tasks?

a) ReLU
b) Sigmoid
c) Tanh
d) Softmax

Answer: b) Sigmoid

Explanation: The sigmoid activation function is commonly used in the output layer for binary
classification tasks as it squashes the output values between 0 and 1, representing
probabilities.

23. Which term describes the process of updating the network’s parameters to minimize the
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loss function in CNN training?

a) Optimization
b) Initialization
c) Regularization
d) Normalization

Answer: a) Optimization

Explanation: Optimization refers to the process of updating the network’s parameters
(weights and biases) during training to minimize the loss function, typically achieved through
techniques like gradient descent.

24. Which technique involves propagating the gradient information backward through the
network to update the parameters during training?

a) Gradient descent
b) Backpropagation
c) Stochastic gradient descent
d) Batch normalization

Answer: b) Backpropagation

Explanation: Backpropagation is the technique used to propagate the gradient information
backward through the network, allowing for the calculation of gradients with respect to each
parameter and updating them accordingly during training.

25. Which layer type is responsible for learning spatial hierarchies of features in CNNs?
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a) Convolutional layer
b) Fully connected layer
c) Pooling layer
d) Activation layer

Answer: a) Convolutional layer

Explanation: Convolutional layers in CNNs are responsible for learning spatial hierarchies of
features by applying convolutional operations, capturing patterns at different scales and
complexities.

26. Which term refers to the phenomenon where deeper layers in CNNs capture higher-level
abstract features?

a) Spatial hierarchy
b) Feature hierarchy
c) Dimensionality reduction
d) Depth perception

Answer: b) Feature hierarchy

Explanation: Feature hierarchy describes the phenomenon where deeper layers in CNNs
capture higher-level abstract features by building upon the features learned in earlier layers,
forming a hierarchical representation of the input data.

27. Which technique is used to initialize the weights of CNNs to facilitate faster convergence
during training?



CNNs MCQ

EasyExamNotes.com CNNs MCQ

a) Xavier initialization
b) Random initialization
c) He initialization
d) Zero initialization

Answer: a) Xavier initialization

Explanation: Xavier initialization, also known as Glorot initialization, is commonly used to
initialize the weights of CNNs, ensuring that the weights are initialized in a way that
facilitates faster convergence and prevents vanishing or exploding gradients.

28. Which layer type helps in reducing the computational cost of CNNs by reducing the
spatial dimensions of feature maps?

a) Convolutional layer
b) Fully connected layer
c) Pooling layer
d) Activation layer

Answer: c) Pooling layer

Explanation: Pooling layers, such as max pooling or average pooling, are used to reduce the
spatial dimensions of feature maps, thereby reducing the computational cost of CNNs by
decreasing the number of parameters.

29. Which term describes the process of gradually updating the learning rate during training
in CNNs?
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a) Learning rate decay
b) Learning rate scheduling
c) Learning rate optimization
d) Learning rate adaptation

Answer: b) Learning rate scheduling

Explanation: Learning rate scheduling involves gradually updating the learning rate during
training, often based on certain criteria or after a certain number of epochs, to improve the
convergence and stability of CNN training.

30. Which technique involves sharing parameters across different regions of the input in
CNNs to improve parameter efficiency?

a) Weight sharing
b) Parameter regularization
c) Data augmentation
d) Dropout

Answer: a) Weight sharing

Explanation: Weight sharing is a technique used in CNNs where the same set of parameters
(weights) are shared across different regions of the input, helping in improving parameter
efficiency and capturing translational invariance in the data.
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