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1. What is the scope of machine learning?

a) Predicting future events accurately

b) Automating decision-making processes
c) Extracting insights from large datasets
d) All of the above

Answer: d) All of the above

Explanation: Machine learning encompasses various tasks such as prediction, decision-
making automation, and extracting insights from data.

2. What is a limitation of machine learning algorithms?

a) Dependence on labeled data

b) Inability to handle high-dimensional data
) Limited interpretability of complex models
d) All of the above

Answer: d) All of the above

Explanation: Machine learning algorithms can be limited by factors such as the availability of
labeled data, handling high-dimensional data effectively, and the interpretability of complex
models.

3. Which of the following is NOT a type of regression?

a) Linear regression
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b) Logistic regression
c) Polynomial regression
d) Classification regression

Answer: d) Classification regression

Explanation: Regression techniques are used for predicting continuous values, while
classification techniques are used for predicting discrete class labels.

4. What is the primary use of probability in machine learning?

a) Estimating uncertainty

b) Calculating feature importance
¢) Optimizing model parameters
d) Preprocessing data

Answer: a) Estimating uncertainty

Explanation: Probability is used in machine learning to quantify uncertainty, which is crucial
for making informed decisions, especially in probabilistic models.

5. Which statistical concept is used to measure the central tendency of data?

a) Mean

b) Variance

c) Standard deviation
d) Skewness
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Answer: a) Mean

Explanation: The mean is a measure of central tendency that represents the average value of
a dataset.

6. Which matrix operation is fundamental in linear algebra for machine learning?

a) Matrix addition

b) Matrix multiplication
¢) Matrix inversion

d) Matrix transpose

Answer: b) Matrix multiplication

Explanation: Matrix multiplication is a fundamental operation in linear algebra and is widely
used in various machine learning algorithms for transformations and computations.

7. Convex optimization is primarily used for:

a) Minimizing non-convex functions
b) Maximizing convex functions

¢) Minimizing convex functions

d) None of the above

Answer: ¢) Minimizing convex functions

Explanation: Convex optimization techniques are used to find the minimum of convex
functions, which are common in many machine learning problems.
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8. Data visualization is used for:

a) Interpreting model predictions

b) Understanding the distribution of data
¢) Communicating insights

d) All of the above

Answer: d) All of the above

Explanation: Data visualization serves multiple purposes in machine learning, including
interpretation, understanding data distributions, and communicating insights effectively.

9. What is the purpose of a hypothesis function in machine learning?

a) To generate random hypotheses

b) To test the significance of features

c) To represent the relationship between input and output
d) To preprocess data

Answer: ¢) To represent the relationship between input and output

Explanation: A hypothesis function in machine learning represents the relationship between
input variables and output predictions, typically within a specific model.

10. Data distributions help in understanding:

a) The spread of data points
b) The shape of the data
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¢) The central tendency
d) All of the above

Answer: d) All of the above

Explanation: Data distributions provide insights into various characteristics of data, including
spread, shape, and central tendency.

11. Which technique is NOT a part of data preprocessing?

a) Feature scaling

b) Data imputation

¢) Dimensionality reduction
d) Model training

Answer: d) Model training

Explanation: Data preprocessing involves preparing raw data for machine learning algorithms
and includes techniques such as feature scaling, data imputation, and dimensionality
reduction, but does not include model training.

12. What is the purpose of data augmentation in machine learning?

a) To increase the size of the dataset
b) To reduce overfitting

c) To preprocess raw data

d) To perform feature engineering
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Answer: b) To reduce overfitting

Explanation: Data augmentation involves creating new training samples by applying
transformations to existing data, which helps in reducing overfitting by increasing the
diversity of the training set.

13. Normalizing data sets is primarily done to:

a) Reduce computational complexity
b) Standardize the scale of features
c) Remove outliers

d) Improve model interpretability

Answer: b) Standardize the scale of features

Explanation: Normalizing data sets involves scaling features to a standard range, which helps
in improving the performance and convergence of machine learning algorithms, especially
those sensitive to feature scales.

14. Which of the following is NOT a machine learning model?

a) Decision tree

b) Support vector machine
c) K-means clustering

d) Gradient descent

Answer: d) Gradient descent
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Explanation: Gradient descent is an optimization algorithm used for training machine learning
models, but it is not a model itself.

15. What is a characteristic of supervised learning?

a) Requires labeled data

b) Learns from rewards or punishments
¢) Does not require training data

d) None of the above

Answer: a) Requires labeled data

Explanation: Supervised learning algorithms require labeled training data, where each
example is associated with a corresponding target or output.

16. Which type of learning is NOT based on labeled data?

a) Supervised learning

b) Unsupervised learning

¢) Reinforcement learning
d) Semi-supervised learning

Answer: b) Unsupervised learning

Explanation: Unsupervised learning involves learning patterns and structures from unlabeled
data, whereas supervised learning relies on labeled data for training.

17. Which of the following is a characteristic of unsupervised learning?
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a) Requires labeled data for training
b) Predicts continuous values

¢) Groups similar data points together
d) None of the above

Answer: ¢) Groups similar data points together

Explanation: Unsupervised learning algorithms aim to find patterns or clusters in data without
the use of labeled examples.

18. In linear regression, what is the goal of optimization?

a) Minimize the error between predicted and actual values
b) Maximize the likelihood of the data

¢) Minimize the number of features

d) None of the above

Answer: a) Minimize the error between predicted and actual values

Explanation: In linear regression, optimization aims to minimize the difference between
predicted and actual values by adjusting the model parameters.

19. Which of the following techniques is used for classification tasks?

a) K-means clustering

b) Principal Component Analysis (PCA)
¢) Random forest

d) Singular Value Decomposition (SVD)
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Answer: ¢) Random forest

Explanation: Random forest is a supervised learning algorithm commonly used for
classification tasks by constructing multiple decision trees during training.

20. What is the primary goal of unsupervised learning?

a) Predicting future outcomes

b) Maximizing accuracy

c) Discovering hidden patterns or structures
d) Minimizing errors

Answer: c) Discovering hidden patterns or structures

Explanation: Unsupervised learning aims to

discover patterns or structures in data without the use of labeled examples, facilitating tasks
such as clustering or dimensionality reduction.

21. Which of the following is a common preprocessing step for text data?

a) Normalization
b) Standardization
¢) Imputation

d) Feature scaling

Answer: a) Normalization
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Explanation: Normalization of text data involves converting text to a standard format by
removing punctuation, converting to lowercase, and handling special characters, which is
essential for natural language processing tasks.

22. What is the primary advantage of using convolutional neural networks (CNNs) in image
processing tasks?

a) Efficient handling of sequential data

b) Ability to capture spatial dependencies
c) Effective for high-dimensional data

d) Robustness to noise

Answer: b) Ability to capture spatial dependencies

Explanation: CNNs are specialized neural networks designed to capture spatial dependencies
in images through the use of convolutional layers, making them particularly effective for
image processing tasks.

23. What is the primary objective of dimensionality reduction techniques?

a) Improving model interpretability

b) Reducing computational complexity
¢) Removing noisy features

d) Preserving important information

Answer: d) Preserving important information

Explanation: Dimensionality reduction techniques aim to reduce the number of features while
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preserving as much relevant information as possible, thereby simplifying the model and
reducing overfitting.

24. Which method is commonly used for imputing missing values in a dataset?

a) Mean imputation
b) Median imputation
¢) Mode imputation
d) All of the above

Answer: d) All of the above

Explanation: Mean, median, and mode imputation are common techniques used to replace
missing values in a dataset, each suitable for different types of data and scenarios.

25. What is the primary objective of feature scaling?

a) Reducing computational complexity

b) Ensuring all features have the same scale
c) Removing irrelevant features

d) Improving model interpretability

Answer: b) Ensuring all features have the same scale

Explanation: Feature scaling standardizes the scale of features, ensuring that all features
contribute equally to model training and preventing features with larger scales from
dominating the learning process.
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26. Which type of data preprocessing technique is used to reduce the impact of outliers?

a) Feature scaling

b) Normalization

c) Outlier detection
d) Standardization

Answer: c) Outlier detection

Explanation: Outlier detection techniques identify and handle outliers in the data to prevent
them from disproportionately influencing the model’s behavior during training.

27. Which of the following is NOT a supervised learning algorithm?

a) Decision tree

b) K-means clustering

c) Support vector machine
d) Random forest

Answer: b) K-means clustering

Explanation: K-means clustering is an unsupervised learning algorithm used for partitioning a
dataset into clusters, whereas the other options are supervised learning algorithms.

28. Which of the following is a disadvantage of using decision trees?

a) They are prone to overfitting
b) They are computationally expensive
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c) They are not interpretable
d) They cannot handle missing values

Answer: a) They are prone to overfitting

Explanation: Decision trees are susceptible to overfitting, especially when they become too
deep or complex, leading to poor generalization on unseen data.

29. What is the primary difference between supervised and unsupervised learning?

a) The presence of labels in the training data
b) The size of the training dataset

c) The complexity of the models

d) None of the above

Answer: a) The presence of labels in the training data

Explanation: The main distinction between supervised and unsupervised learning lies in the
presence of labeled data in supervised learning, whereas unsupervised learning operates on
unlabeled data.

30. Which technique is used for dimensionality reduction while preserving as much variance
as possible?

a) Principal Component Analysis (PCA)
b) K-means clustering

) Linear regression

d) Decision tree

EasyExamNotes.com Machine Learning Fundamentals MCQs



EasyExamNotes.com

Machine Learning Fundamentals MCQs

Answer: a) Principal Component Analysis (PCA)

Explanation: PCA is a dimensionality reduction technique that aims to preserve as much
variance as possible in the data by projecting it onto a lower-dimensional space spanned by

the principal components.
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