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1. What type of neural network architecture is specifically designed for sequential data
processing?

a) Convolutional Neural Network (CNN)
b) Recurrent Neural Network (RNN)

c) Deep Belief Network (DBN)

d) Autoencoder

Answer: b) Recurrent Neural Network (RNN)

Explanation: RNNs are designed to handle sequential data by maintaining internal memory
states, making them suitable for tasks like time series prediction, natural language
processing, and speech recognition.

2. Which architecture addresses the vanishing gradient problem in training recurrent neural
networks?

a) LSTM (Long Short-Term Memory)
b) Gated Recurrent Unit (GRU)

c) Echo State Network (ESN)

d) Hopfield Network

Answer: a) LSTM (Long Short-Term Memory)
Explanation: LSTM networks are specifically designed to mitigate the vanishing gradient
problem by introducing gated mechanisms that allow for the flow of gradients through time.

3. Which algorithm is commonly used for sequence-to-sequence translation tasks, such as
language translation?
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a) K-means

b) Decision Tree

c) Naive Bayes

d) Sequence-to-Sequence (Seq2Seq) model

Answer: d) Sequence-to-Sequence (Seq2Seq) model

Explanation: Seq2Seq models, often based on recurrent or transformer architectures, are
widely used for tasks like language translation, where the input and output sequences can
have variable lengths.

4. What technique is employed to generate multiple candidate translations and select the
most probable one in sequence-to-sequence tasks?

a) Gradient Descent

b) Breadth-First Search
c) Depth-First Search
d) Beam Search

Answer: d) Beam Search

Explanation: Beam search is a heuristic search algorithm used in sequence generation tasks
to explore multiple candidate solutions simultaneously and select the most promising ones
based on a predefined beam width.

5. In machine translation tasks, what metric is commonly used to evaluate the quality of
generated translations by comparing them to reference translations?

a) Accuracy
b) Precision
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c) Recall
d) BLEU Score

Answer: d) BLEU Score

Explanation: BLEU (Bilingual Evaluation Understudy) score is a widely used metric for
evaluating the quality of machine-generated translations by comparing them to one or more
reference translations.

6. Which mechanism allows models to focus on specific parts of the input sequence when
generating outputs in sequence-to-sequence tasks?

a) Gradient Boosting

b) Attention Mechanism
c) AdaBoost

d) Dropout

Answer: b) Attention Mechanism

Explanation: Attention mechanisms enable models to selectively focus on different parts of
the input sequence when generating outputs in sequence-to-sequence tasks, improving the
model’s performance and handling long-range dependencies more effectively.

7. Which approach to machine learning involves learning to make decisions by directly
interacting with an environment and receiving feedback in the form of rewards?

a) Supervised Learning

b) Unsupervised Learning

¢) Reinforcement Learning
d) Semi-supervised Learning
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Answer: ¢) Reinforcement Learning

Explanation: Reinforcement Learning involves learning to make decisions by interacting with
an environment, receiving feedback (rewards or penalties), and learning optimal behavior
through trial and error.

8. Which framework provides a structured way of formalizing sequential decision-making
problems in the context of reinforcement learning?

a) Supervised Learning Framework

b) Unsupervised Learning Framework
¢) Reinforcement Learning Framework
d) Markov Decision Process (MDP)

Answer: d) Markov Decision Process (MDP)
Explanation: MDP provides a formal framework for modeling sequential decision-making
problems in reinforcement learning, where the state transitions obey the Markov property.

9. Which set of equations forms the foundation for solving Markov Decision Processes in
reinforcement learning?

a) Newton’s Equations
b) Maxwell’'s Equations
c) Bellman Equations
d) Euler’'s Equations

Answer: c) Bellman Equations
Explanation: Bellman Equations describe the relationship between the value of a state (or
state-action pair) and the value of successor states (or state-action pairs) in Markov Decision
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Processes.

10. Which iterative algorithms are commonly used for solving Bellman Equations and finding
optimal policies in reinforcement learning?

a) Gradient Descent

b) Value Iteration and Policy Iteration
c) Expectation-Maximization

d) K-nearest Neighbors

Answer: b) Value Iteration and Policy Iteration
Explanation: Value Iteration and Policy Iteration are iterative algorithms used to solve
Bellman Equations and find optimal policies in reinforcement learning.

11. Which reinforcement learning architecture combines value-based and policy-based
methods by maintaining both a value function and a policy function?

a) Deep Q-Network (DQN)

b) Policy Gradient Methods

¢) Actor-Critic Model

d) Temporal Difference Learning

Answer: c) Actor-Critic Model

Explanation: Actor-Critic models combine elements of both value-based and policy-based
reinforcement learning by maintaining separate actor and critic networks to estimate policy
and value functions, respectively.

12. Which reinforcement learning algorithm estimates the value of state-action pairs and
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learns a policy based on these value estimates?

a) Policy Gradient

b) SARSA (State-Action-Reward-State-Action)
¢) Q-learning

d) Monte Carlo Methods

Answer: c) Q-learning
Explanation: Q-learning is a model-free reinforcement learning algorithm that estimates the
value of state-action pairs and learns an optimal policy based on these value estimates.

13. In which reinforcement learning algorithm does the agent update its policy based on the
action-value estimates of state-action pairs encountered during the exploration of the
environment?

a) Value Iteration

b) Policy Iteration

c) SARSA (State-Action-Reward-State-Action)
d) Monte Carlo Methods

Answer: c) SARSA (State-Action-Reward-State-Action)

Explanation: SARSA is an on-policy reinforcement learning algorithm where the agent
updates its policy based on the action-value estimates of state-action pairs encountered
during its exploration of the environment.

14. What is the key component in SARSA algorithm?

a) State
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b) Action
c) Reward
d) Next State

Answer: c) Reward
Explanation: In the SARSA algorithm, the agent updates its action-value estimates based on
the rewards received after taking actions in specific states.

15. Which reinforcement learning algorithm learns from complete episodes and updates the
value function based on the total reward received during an episode?

a) Q-learning

b) SARSA

¢) Monte Carlo Methods

d) Temporal Difference Learning

Answer: c) Monte Carlo Methods

Explanation: Monte Carlo Methods learn from complete episodes, updating the value function
based on the total reward received during an episode, rather than on individual state
transitions.

16. What is the main difference between Q-learning and SARSA?

a) Q-learning updates action-values based on the maximum action-value of the next state,
while SARSA updates based on the action actually taken.

b) Q-learning uses policy-based methods, while SARSA uses value-based methods.

¢) Q-learning guarantees convergence to the optimal policy, while SARSA may converge to
suboptimal policies.
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d) Q-learning is an off-policy algorithm, while SARSA is an on-policy algorithm.

Answer: a) Q-learning updates action-values based on the maximum action-value of the next
state, while SARSA updates based on the action actually taken.

Explanation: Q-learning learns from the maximum action-value of the next state regardless of
the action taken, while SARSA learns based on the action actually taken in the next state.

17. Which reinforcement learning method is generally more stable and less sensitive to initial
conditions: Q-learning or SARSA?

a) Q-learning

b) SARSA

c) Both are equally stable

d) Depends on the environment

Answer: b) SARSA

Explanation: SARSA is generally more stable than Q-learning because it updates action-
values based on the action actually taken, making it less sensitive to fluctuations caused by
the agent’s exploratory behavior.

18. Which reinforcement learning algorithm can handle problems with continuous action
spaces by parameterizing the policy function directly?

a) Value Iteration

b) Policy Iteration

¢) Actor-Critic Model
d) Q-learning
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Answer: c) Actor-Critic Model
Explanation: Actor-Critic models can handle problems with continuous action spaces by
directly parameterizing the policy function, allowing for more flexible and scalable solutions.

19. In reinforcement learning, what does the acronym “SARSA” stand for?

a) State-Action-Reward-Successor Action

b) State-Action-Reward-State-Action

c) State-Action-Reward-Successor State-Action
d) State-Action-Result-State-Action

Answer: b) State-Action-Reward-State-Action

Explanation: SARSA stands for State-Action-Reward-State-Action, representing the sequence
of events in the reinforcement learning process where the agent transitions from one state-
action pair to another.

20. Which reinforcement learning algorithm learns directly from the consequences of its
actions and updates its policy based on observed rewards?

a) Value lteration

b) Policy Iteration

¢) Q-learning

d) Monte Carlo Methods

Answer: ¢) Q-learning

Explanation: Q-learning learns directly from the consequences of its actions by updating
action-values based on observed rewards, allowing the agent to improve its policy over time
without requiring explicit knowledge of transition probabilities.
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