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1. What is the primary objective of Deep Q-Learning?

a) Minimize the Q-values
b
C
d

Maximize the Q-values
Minimize the loss function
Maximize the reward

)
)
)
)

Answer: b) Maximize the Q-values

Short Answer: Deep Q-Learning aims to learn an optimal action-value function by maximizing
the expected cumulative reward.

2. Which algorithm combines value-based and policy-based methods for reinforcement
learning?

a) DQN

b) Actor-Critic

c) Fitted Q

d) Policy Gradient

Answer: b) Actor-Critic

Short Answer: Actor-Critic methods leverage both value-based and policy-based approaches
by having separate actor and critic networks, allowing for more stable and efficient learning.
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3. In hierarchical RL, what is the purpose of dividing the learning process into multiple levels?

a) To increase computational complexity
b) To simplify the learning task

¢) To handle large state spaces

d) To capture temporal abstraction

Answer: d) To capture temporal abstraction

Short Answer: Hierarchical RL divides the learning process into multiple levels to capture
temporal abstraction and enable learning of complex behaviors through a hierarchy of
actions and sub-actions.

4. Which RL technique focuses on learning policies by imitating optimal controllers?

a) Fitted Q

b) Inverse reinforcement learning
c) Policy Gradient

d) POMDPs

Answer: b) Inverse reinforcement learning
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Short Answer: Inverse reinforcement learning aims to learn policies by observing and
imitating the behavior of optimal controllers without access to explicit reward signals.

5. What is the primary goal of Maximum Entropy Deep Inverse Reinforcement Learning?

a) Minimize the entropy of the policy
b) Maximize the entropy of the policy
c) Minimize the expected reward
d) Maximize the expected reward

Answer: b) Maximize the entropy of the policy

Short Answer: Maximum Entropy Deep Inverse Reinforcement Learning seeks to learn a
policy that maximizes entropy, encouraging exploration and capturing diverse behaviors.

6. Which RL algorithm combines reinforcement learning with generative adversarial networks
(GANs)?

a) Policy Gradient

b) DQN

c) Generative Adversarial Imitation Learning
d) Actor-Critic

EasyExamNotes.com RL Techniques MCQs


https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/
https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/
https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/
https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/

EasyExamNotes.com

RL Techniques MCQs

Answer: c) Generative Adversarial Imitation Learning

Short Answer: Generative Adversarial Imitation Learning integrates reinforcement learning
with GANSs to learn policies by imitating expert behavior through adversarial training.

7. What distinguishes Policy Gradient algorithms from value-based methods in RL?

a) Policy Gradient algorithms directly optimize the policy

b) Policy Gradient algorithms minimize the loss function

) Policy Gradient algorithms focus on maximizing Q-values
d) Policy Gradient algorithms utilize DQN

Answer: a) Policy Gradient algorithms directly optimize the policy

Short Answer: Policy Gradient algorithms directly optimize the policy function, unlike value-
based methods which estimate the value function.

8. Which type of RL algorithm is suitable for dealing with partially observable environments?

a) Fitted Q
b) POMDPs
c) Deep Q-Learning
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d) Policy Gradient

Answer: b) POMDPs

Short Answer: Partially Observable Markov Decision Processes (POMDPs) are used in RL for
dealing with environments where the agent’s observations are incomplete.

9. What is the primary focus of Advanced Q-learning algorithms?

a) Minimize computational complexity
b) Improve exploration strategies

c) Maximize the reward directly

d) Minimize the loss function

Answer: b) Improve exploration strategies

Short Answer: Advanced Q-learning algorithms aim to improve exploration strategies to more
efficiently explore the state-action space and discover optimal policies.

10. How do Actor-Critic methods differ from vanilla Policy Gradient algorithms?

a) Actor-Critic methods do not utilize neural networks
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b) Actor-Critic methods do not optimize the policy directly
c¢) Actor-Critic methods have separate actor and critic networks
d) Actor-Critic methods are not suitable for continuous action spaces

Answer: ¢) Actor-Critic methods have separate actor and critic networks

Short Answer: Actor-Critic methods employ separate actor and critic networks, whereas
vanilla Policy Gradient algorithms directly optimize the policy without value function
estimation.

11. Which RL technique focuses on learning from expert demonstrations rather than trial and
error?

a) Policy Gradient

b) DQN

) Inverse reinforcement learning
d) Hierarchical RL

Answer: ¢) Inverse reinforcement learning

Short Answer: Inverse reinforcement learning learns from expert demonstrations to infer the
underlying reward function and policies, avoiding trial and error exploration.
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12. What distinguishes Maximum Entropy Deep Inverse Reinforcement Learning from
traditional IRL approaches?

a) It maximizes entropy of the policy

b) It minimizes entropy of the policy

c) It ignores the entropy term

d) It focuses solely on reward maximization

Answer: a) It maximizes entropy of the policy

Short Answer: Maximum Entropy Deep Inverse Reinforcement Learning maximizes the
entropy of the policy, encouraging diverse and exploratory behavior.

13. Which RL technique is well-suited for environments with continuous action spaces?

a) DQN

b) Fitted Q

c) Policy Gradient
d) Hierarchical RL

Answer: c) Policy Gradient
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Short Answer: Policy Gradient methods are suitable for continuous action spaces as they
directly optimize the policy without discretization.

14. What is the core concept behind Generative Adversarial Imitation Learning (GAIL)?

a) Direct policy optimization
b) Adversarial training

¢) Value function estimation
d) Temporal abstraction

Answer: b) Adversarial training

Short Answer: Generative Adversarial Imitation Learning (GAIL) utilizes adversarial training to
learn policies by imitating expert behavior.

15. In which RL technique are policies learned by minimizing the KL-divergence between
demonstrated behavior and learned behavior?

a) Deep Q-Learning

b) Inverse reinforcement learning
c) Policy Gradient

d) Actor-Critic
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Answer: b) Inverse reinforcement learning

Short Answer: Inverse reinforcement learning learns policies by minimizing the KL-divergence
between demonstrated behavior and learned behavior.

16. What does the term “maximum entropy” refer to in Maximum Entropy Deep Inverse
Reinforcement Learning?

a) Maximum uncertainty in the policy
b) Minimum uncertainty in the policy
¢) Maximum reward
d) Minimum reward

Answer: a) Maximum uncertainty in the policy

Short Answer: “Maximum entropy” refers to maximizing uncertainty in the policy distribution,
encouraging exploration and capturing diverse behaviors.

17. Which RL technique focuses on learning a reward function from observed behavior?

a) DQN
b) Policy Gradient
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¢) Inverse reinforcement learning
d) Actor-Critic

Answer: ¢) Inverse reinforcement learning

Short Answer: Inverse reinforcement learning focuses on learning a reward function from
observed behavior without explicit reward signals.

18. What distinguishes Policy Gradient algorithms from value-based methods in terms of
convergence properties?

a) Policy Gradient algorithms converge faster
b) Value-based methods converge faster

c) Both converge at the same rate
d) Convergence depends on the specific environment

Answer: a) Policy Gradient algorithms converge faster

Short Answer: Policy Gradient algorithms typically converge faster than value-based methods
due to their direct optimization of the policy.
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19. What role do POMDPs play in reinforcement learning?

a) Handling large state spaces

b) Dealing with partially observable environments
¢) Improving exploration strategies

d) Enabling hierarchical RL

Answer: b) Dealing with partially observable environments

Short Answer: Partially Observable Markov Decision Processes (POMDPs) are used in RL to
handle environments where the agent’s observations are incomplete.

20. Which RL technique focuses on learning from expert demonstrations through adversarial

training?

a) DQN

b) Actor-Ciritic

c) Generative Adversarial Imitation Learning
d) Policy Gradient

Answer: c) Generative Adversarial Imitation Learning
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Short Answer: Generative Adversarial Imitation Learning learns from expert demonstrations
through adversarial training, aiming to imitate expert behavior.

21. How does Hierarchical RL help in managing complex tasks?

a) By increasing computational complexity
b) By simplifying the learning task

) By dividing the task into sub-tasks

d) By minimizing the loss function

Answer: ¢) By dividing the task into sub-tasks

Short Answer: Hierarchical RL divides complex tasks into manageable sub-tasks, facilitating
learning through a hierarchical structure.

22. What distinguishes Generative Adversarial Imitation Learning (GAIL) from traditional
imitation learning approaches?

a) It directly optimizes the policy

b) It uses value function estimation
) It incorporates adversarial training
d) It ignores expert demonstrations

EasyExamNotes.com RL Techniques MCQs



EasyExamNotes.com

RL Techniques MCQs

Answer: c) It incorporates adversarial training

Short Answer: Generative Adversarial Imitation Learning (GAIL) incorporates adversarial
training to learn policies by imitating expert behavior.

23. How do Advanced Q-learning algorithms differ from traditional Q-learning?

a) They focus solely on maximizing reward
b) They minimize the loss function

c) They improve exploration strategies

d) They do not utilize neural networks

Answer: ¢c) They improve exploration strategies

Short Answer: Advanced Q-learning algorithms aim to improve exploration strategies to more
efficiently explore the state-action space.

24. What distinguishes Policy Gradient algorithms from DQN in terms of action selection?

a) Policy Gradient algorithms select actions based on Q-values
b) DQN selects actions based on policy gradients
c) Policy Gradient algorithms directly select actions from the policy distribution
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d) DQN directly selects actions from the policy distribution

Answer: c¢) Policy Gradient algorithms directly select actions from the policy distribution

Short Answer: Policy Gradient algorithms directly select actions from the policy distribution,
whereas DQN selects actions based on Q-values.

25. Which RL technique focuses on learning both the policy and value function
simultaneously?

a) DQN

b) Actor-Critic

c) Policy Gradient

d) Inverse reinforcement learning

Answer: b) Actor-Critic

Short Answer: Actor-Critic methods learn both the policy and value function simultaneously
by having separate actor and critic networks.

26. What is the primary objective of Inverse Reinforcement Learning (IRL)?
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a) Minimize the loss function
b

C

Maximize the entropy of the policy
Learn the underlying reward function

)
)
)
d) Improve exploration strategies

Answer: ¢) Learn the underlying reward function

Short Answer: Inverse Reinforcement Learning (IRL) aims to learn the underlying reward
function from observed behavior.

27. How does Maximum Entropy Deep Inverse Reinforcement Learning differ from traditional
IRL approaches?

a) It minimizes entropy of the policy

b) It focuses solely on reward maximization
c) It ignores the entropy term

d) It maximizes entropy of the policy

Answer: d) It maximizes entropy of the policy

Short Answer: Maximum Entropy Deep Inverse Reinforcement Learning maximizes the
entropy of the policy, encouraging exploration and capturing diverse behaviors.

EasyExamNotes.com RL Techniques MCQs


https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/
https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/
https://easyexamnotes.com/explain-reinformcement-learning-with-an-appropriate-exaple/

EasyExamNotes.com

RL Techniques MCQs

28. In Policy Gradient algorithms, what is directly optimized during training?

a) Value function
b) Loss function
c) Policy

d) Q-values

Answer: c¢) Policy

Short Answer: Policy Gradient algorithms directly optimize the policy during training to
maximize expected cumulative reward.

29. How does Fitted Q-learning differ from traditional Q-learning?

a) It utilizes neural networks

b) It does not estimate Q-values

) It improves exploration strategies
d) It ignores the reward function

Answer: a) It utilizes neural networks

Short Answer: Fitted Q-learning differs from traditional Q-learning by utilizing neural networks
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to approximate the action-value function.

30. What distinguishes the Actor-Critic method from other RL techniques?

a) It does not utilize value functions

b) It learns from expert demonstrations

c) It has separate actor and critic networks
d) It focuses solely on policy optimization

Answer: ¢) It has separate actor and critic networks

Short Answer: The Actor-Critic method utilizes separate actor and critic networks for policy
improvement and value estimation, respectively.
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